ABSTRACT

Project WOOF! incorporates a personalized news recommendation system and increases users satisfaction rate. The objective of the system is to independently crawl news websites, filter out redundant news, classify the news into system generated and user specific categories and provide the user with a short summary of the news. The system also would incorporate collaborative filter techniques that can be captured using implicit user actions on the website. By crawling the 8 major news websites from March 13th to May 9th, WOOF has collected more than 12,000 cutting edges news from all aspect of the world. Our works are based on these news.

1. INTRODUCTION

The satisfaction rate for all the news and feeds we see everyday is incredibly low. Many news sites which we subscribe to present us news that would interest the general public may not interest us. A lot of the news we explore or search also tend to be repetitive and redundant. On the other hand, there are some information or news we are really interested in that are not seen by us. Our ultimate goal is to implement an effective user-focused news portal such that the satisfaction rate for the news presented to a user is increased to at least 50%.

Woof! News Retrieval and Personalized News Propagation Website (woofuiuc.com) pre-processes news streams from RSS feeds, extracts useful features from text and filters redundant news. WOOF! can efficiently summarize important ideas in news extracts for users review of content, cluster news articles in 66 clusters of roughly distributed documents, and learn from user’s article selections and ratings to model and propagate personalized news to the user.

We are using the ACM alternative template. The sections are planned as following: section 1 will give a introduction of the problem; section 2 gives the designing of the WOOF; section 3 will focus on the previous existing works. Section 4 is about the Survey. Section 5 is about crawling method and our crawled data. Section 6 gives the report of our implementation. Section 7 gives the result evaluation. section 8 gives introduction about the future work. Section 9 contains the individual contribution.
3. RELATED WORK

In this section, we will list several websites provide similar service and give the PROs and CONs analysis for each.

Stumbleupon [http://www.stumbleupon.com/]

PROS: Stumbleupon provides an option to select topic they interested, then based on this topic, the system will recommend user related news.

CONS: Stumbleupon’s system is linear and out of date. Also it is for amusement. We will focus on text. Focus on more ‘important’ and ‘informative’ information.

Google news [https://news.google.com/]

PROS: google news has millions of users, and they support customization preference. User can create label themselves.

CONS: The preference is not really working well. After I select the only machine learning and data mining. The news are no significant different from the general news.

NewsIsFree [http://www.newsisfree.com/]

PROS: this website provides an amazing amount of accurate news. The system also keep track of the news user has viewed.

CONS: You have to search it instead. It is not a push system. Users are lazy. They don’t have an automatic summary system.

Newzpile [http://newzpile.com/]

PROS: they provides a crawling of lots of websites

CONS: they only keep a headline (title) of the news. Also, the UI is not user friendly.

Time [http://www.time.com/time/]

PROS: A bit more specific in categories, have some subcategories as well.

CONS: there are some unrelated post going to wrong category.

BrainPicking [http://www.brainpickings.org/]

PROS: all articles are selected by an expert reader. Choose the categories you are interested in, related articles will be pushed to your mailbox.

CONS: It is selected by human, limited by human’s abilities.

4. SURVEY

4.1 Near Duplicate elimination

We looked at many different methods to be able to perform the features effectively. We tested some popular implementations with modifications tailored to our need. Near duplication removal can be done in many ways. But after a review of a number of papers we selected an approach utilizing named entities in the article text to identify and filter out the near-duplicate articles[11]. Named Entities, or Proper Nouns were the best representation of a unique document and we intended to utilize a vector-space model of these to determine a similarity between two documents. The reason they are helpful in duplicate detection is that it gives a significant low similarity, close to 0 percent error rate amongst two unrelated news, similar to how stemming removes meaningless words.

After running some tests of our model for near-duplicate detection we ran some tests on some common methods to determine similarity such as the Jaccard Coefficient, Dot Product and Cosine Similarity. Utilizing the Named Entity model, we discovered that it is not very good at differentiating semantically sensitive news, or news that is talking about the same subject but in a different context or perspective. Therefore, we decided to apply either a Hashing or Shingling algorithm to identify the articles with the closest matching patterns of text.

Hashing, for this purpose, is essentially compute a fingerprint for each document by using locality-sensitive hashing. Then we look at the difference in their fingerprints to be able to tell how different/similar they are. The Hashing algorithms experiment with are the minHash and Charikar’s hash algorithms.

Shingling, which is essentially an algorithm that computes similarity by comparing the set of k-consecutive terms of characters of documents.

In the end, we chose shingling to integrate with our Named Entity model because it gives the best overall performance while its computational cost is acceptable for our purpose.

4.2 News classification

Text classification, the assignment of free text documents to one or more predefined categories based on its content, can be considered similar to classification of discrete set-valued attributes. The training data is used to construct a classification model, which relates the underlying features of the new text document to one of the existing class labels. Then for a much larger set of given text instances for which the class is unknown, the training model is used to predict a class label for each instance in the set. Because of the high dimensional, low frequencies and sparse properties of the text documents, the general machine learning methods need to be special trailered or modified for text classification.

There are two different categories for text classifications. The first category is Discriminative classifier, including neural network classifiers and Support Vector Machine classifiers, will give a particular label explicitly to the given instance. The second category is Generative classifier or Bayesian classifier, will build a probabilistic classifier based on documents’ underlying word feature in different class. Basing on the model, a probability will be assigned to the given instance. We can then rank this probability and assign multiple labels to the instance[8].

The general processes of text classification could be summarized as follow: we first read document, tokenize text, apply stemming, delete stopwords, represent the text in vector form and apply feature selection and transformation techniques to transfer the raw text documents into a representation suitable for the classification task. Then we use trained classification model to classified the free text documents.

4.2.1 Support Vector Machine

Support vector machine constructs a hyperplane or set of hyperplanes in a high- or infinite-dimensional space, which can be used for classification, regression, or other tasks. Intuitively, a good separation is achieved by the hyperplane that has the largest distance to the nearest training data point of any class (so-called functional margin), since in general the larger the margin the lower the generalization error of the classifier.

Whereas the original problem may be stated in a finite dimensional space, it often happens that the sets to discriminate are not linearly separable in that space. For this reason, it was proposed that the original finite-dimensional space be mapped into a much higher-dimensional space, presumably making the separation easier in that space. To keep
the computational load reasonable, the mappings used by SVM schemes are designed to ensure that dot products may be computed easily in terms of the variables in the original space, by defining them in terms of a kernel function $K(x, y)$ selected to suit the problem. The hyperplanes in the higher-dimensional space are defined as the set of points whose dot product with a vector in that space is constant. The vectors defining the hyperplanes can be chosen to be linear combinations with parameters $\alpha_i$ of images of feature vectors that occur in the data base. With this choice of a hyperplane, the points $x$ in the feature space that are mapped into the hyperplane are defined by the relation: $\sum \alpha_i K(x_i, x) = \text{constant}$. Note that if $K(x, y)$ becomes small as $y$ grows further away from $x$, each term in the sum measures the degree of closeness of the test point $x$ to the corresponding data base point $x_i$. In this way, the sum of kernels above can be used to measure the relative nearness of each test point to the data points originating in one or the other of the sets to be discriminated. Note the fact that the set of points $x$ mapped into any hyperplane can be quite convoluted as a result, allowing much more complex discrimination between sets which are not convex at all in the original space.\footnote{definition from [Wiki]}

- **Pros and Cons for SVM**
  
  The advantages of support vector machines are:
  
  1. Effective in high dimensional spaces.
  2. Still effective in cases where number of dimensions is greater than the number of samples.
  3. Uses a subset of training points in the decision function (called support vectors), so it is also memory efficient.

  Versatile: different Kernel functions can be specified for the decision function. Common kernels are provided, but it is also possible to specify custom kernels.

  The disadvantages of support vector machines include:
  
  1. If the number of features is much greater than the number of samples, the method is likely to give poor performances.
  2. SVMs do not directly provide probability estimates, these are calculated using an expensive five-fold cross-validation

- **Evaluation for SVM**

  Chen et al\cite{1} in his paper proposed a two phase classification using associate classification and clustering-based kNN combining with experts’ work experience to improve the accurate of the news classification. But it requires lots of human labor. Here we just briefly summarize his experiment result to check the performance of each method. It is clear that SVM outperforms kNN and associate classification.

### 4.2.2 Artificial Neural Network

Artificial Neural Network are inspired by the biological neurons that form the basis of human learning. The analogy with human neurons that constitute its learning process has been inspirational in developing the artificial neural network. An artificial neuron combines its input signals for example by a weighted sum. The output is one numerical value, computed from a so called activation function, modeling approximately a “firing” of a coarsely modeled biological neuron.

One popular version of an artificial neural network for classification is a multilayer perceptron which is a feedforward artificial neural network. A multilayer perceptron model takes inputs and appropriately maps it to the one of the designated output layers. This model can be thought of to serve the purpose of classification where the inputs are mapped to the features of an unclassified document and the output layer can classify the document and assign the appropriate label to it. Between the output and the input layer can be one or more hidden layers that adjust the input features depending on the weight vector.

An artificial neuron combines its input signals for example by a weighted sum. The output is one numerical value, computed from a so called activation function, modeling approximately a “firing” of a coarsely modeled biological neuron.\footnote{definition from [Wiki]} It can be mathematically denoted as follows:

$$o = f(b + \sum_{i=1}^{n} w_{i}(a_{i}))$$

- $o$ is the output
- $(a_{i})$ are $n$ inputs
- $w_{i}$ are summation weights
- $f$ is the activation function
- $b$ is the bias term

The output value will be compared with the target. We can use the mean absolute error as the error function\cite{3}. The error function can be represented as:

$$E_m = \frac{1}{n} \sum_{h} \sqrt{(O_h - T_h)^2}$$

where $n$ is the number of training patterns. $O_h$ and $T_h$ are the output value and target value, respectively.

Propagating this error backwards in the network and adjusting the weights $W_i$ forms the core basis of the Back Propagation algorithm for training the data set. Remarks about multilayer perceptron using Artificial Neural Network:

1. An MLP operates on numerical vectors, so everything needs to be coded as ordered $n$-tuples of floating point numbers. This is particularly tricky in our context as our inputs are documents and we may need to express features in numbers.

2. The network layer can be trained using the back propagation algorithm. Back propagation algorithm simply adjusts the weight vectors of the layers to get the

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>precision</th>
<th>recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nearest Neighbor</td>
<td>0.8725</td>
<td>0.6911</td>
<td>0.6716</td>
</tr>
<tr>
<td>Associate classification</td>
<td>0.8839</td>
<td>0.9160</td>
<td>0.5859</td>
</tr>
<tr>
<td>Instance-based kNN</td>
<td>0.9113</td>
<td>0.7458</td>
<td>0.6514</td>
</tr>
<tr>
<td>Clustering-based kNN</td>
<td>0.9150</td>
<td>0.7405</td>
<td>0.8693</td>
</tr>
<tr>
<td>Support Vector machine</td>
<td>0.9306</td>
<td>0.9390</td>
<td>0.6639</td>
</tr>
</tbody>
</table>

Table 1: Accumulate experiment result from R3\cite{1}
desired output in the training set.

3. The algorithm will require deeper mathematical understanding but it seems to have more application in image classification as images are inherently described as numbers (pixels) in the computer.

Apache Mahout provides an inbuilt implementation of multilayer perceptron. However it only has a single computer implementation.

Verdict: May not be useful for our requirement. Steep learning curve.

4.2.3 Latent Semantic Indexing

Latent Semantic indexing is an indexing and a retrieval method using a mathematical model to identify patterns. LSI basically creates a frequency profile of each document, and looks for documents with similar frequency profiles. If the remainder of the frequency profile is enough alike, it’ll classify two documents as being fairly similar, even if one systematically substitutes some words. Conversely, if the frequency profiles are different, it will classify documents as different, even if they share frequent use of a few specific terms (e.g., “file” being related to a computer in some cases, and a thing that’s used to cut and smooth metal in other cases). LSI is also typically used with relatively large groups of documents. The other documents can help in finding similarities as well – even if document A and B look substantially different, if document C uses quite a few terms from both A and B, it can help in finding that A and B are really fairly similar.

LSI is intended to show the degree to which items are similar or different and, primarily, find items that show a degree of similarity to an specified item. It can be coupled with the artificial neural network for developing a learning based classification model[6].

Remarks:
1. Its a popular model for indexing and retrieval.
2. An extension of latent semantic analysis.
3. It has been patented

Verdict: It might be a good option to try implementing LSI with kNN. We may want to try logistic regression for classification. Some implemented classification algorithms ready to be used can be found in [Mahout].

4.2.4 kNN

The k-nearest neighbors (kNN) rule is one of the oldest and simplest methods for pattern classification. In k-NN classification, the output is a class membership. An object is classified by a majority vote of its neighbors, with the object being assigned to the class most common among its k nearest neighbors (k is a positive integer, typically small). If k = 1, then the object is simply assigned to the class of that single nearest neighbor.

The kNN rule classifies each unlabeled example by the majority label among its k-nearest neighbors in the training set. Its performance thus depends crucially on the distance metric used to identify nearest neighbors.

Comments:
1. we can combine kNN with some other methods, like tf-idf, Latent Semantic Indexing.
2. We can also combine it with SVM, there is an algorithm called large margin nearest neighbor (LMNN) classification. Its framework can be viewed as the logical counterpart to SVMs in which kNN classification replaces linear classification[13].

4.2.5 TF-IDF

tf-idf, short for term frequency-inverse document frequency, is a numerical statistic that is intended to reflect how important a word is to a document in a collection or corpus. It is often used as a weighting factor in information retrieval and text mining. The tf-idf value increases proportionally to the number of times a word appears in the document, but is offset by the frequency of the word in the corpus, which helps to control for the fact that some words are generally more common than others.

Variations of the tf-idf weighting scheme are often used by search engines as a central tool in scoring and ranking a document’s relevance given a user query, one common method is BM25.

• improved tf-idf

There is also an improved method of tf-idf stated in the paper [17]. This paper presents a new improved term frequency/inverse document frequency (TF-IDF) approach which uses confidence, support and characteristic words to enhance the recall and precision of text classification.

The confidence degree of a feature word $w_j$ is:

$$conf(w_j, c_m) = \frac{N(w_j, c_m)}{N(w_j, all)}$$

(1)

The support of a feature word $w_j$ is:

$$sup(w_j) = \frac{N(w_j, all)}{N(all)}$$

(2)

The dominant measure is defined as:

$$dom(w_j, c_m) = f(conf(w_j, c_m), sup(w_j)) =
\begin{cases}
1, & \text{if } (conf(w_j, c_m) \geq \text{threshold}) \land (sup(w_j) \geq \text{threshold}) \\
0, & \text{if } (conf(w_j, c_m) < \text{threshold}) \lor (sup(w_j) < \text{threshold})
\end{cases}$$

(3)

Feature words that meet the threshold (dom($w_j$, $c_m$) = 1) are considered as characteristic words $cw(w_j, c_m)$. When the set of feature words of a document $d_j$ contains characteristic word $cw(w_j, c_m)$, the text document $d_j$ will be classified into the category $c_m$. In other words, we can use characteristic word to determine whether a document is classified into a particular category or not.

The improved tf-idf in [17] have better performance in precision and recall over the basic tf-idf. However, the tf-idf doesn’t achieve the best performance in classification of documents, compared to some other method according to some conducted experiments.
The probabilistic model for Naive Bayes:
\[ P(C|F_1, \ldots, F_n) = \frac{P(C) \prod_{i=1}^{n} P(F_i|C)}{P(F_1, \ldots, F_n)} \]

However, since we regard conditional independent of each feature, assuming that each feature is conditionally independent of every other feature for given category C.
\[ P(C|F_1, \ldots, F_n) = \frac{P(C)}{P(F_1, \ldots, F_n)} \prod_{i=1}^{n} P(F_i|C) \]

One of implementation model for Naive Bayes is multinomial naive Bayes for document classification. This model samples represent frequencies where certain events have been generated by multinomial. The problem with this model is that it required training data set to collect evidence before the test data. If a given category and feature never occur in training data, the frequency probability estimate will be zero. One way to solve this problem is by doing a smoothing, called Laplace smoothing to ensure that all probability estimates never be zero.

Verdict: It might not be useful for our project because we classify news based on the content and location.

4.3 User Feedback

We want to have a user-feedback learning system to tailor the news to the interests of the user. We first let user choose his topics of interest at sign up. Afterwards, user’s clicks/taps are collected to learn his interests in certain topics. We decided to use vector space model because we can easily extend it to include other parameters like timestamps. Therefore, user profiles and news documents can all be represented as vectors with tags in them. Whenever a user looks at an article, we add the product of the news vector and a parameter to the user profile and do clustering on user’s tags to adjust his top interests.

4.4 Automatic Summarization

In order to find a good summarization tool for our project to deliver concise news summary to our users, we studied several automatic summarization methods and compared their pros and cons. Guided by this survey on the current available methods, we aimed to find an open source auto-summarizer provided with good evaluations. Below is a brief summary about our survey on automatic summarization.

1. Automatic Extraction

The most commonly used auto-summation method is based on automatic extraction. The basic idea is to treat the whole document composed by sentences which are themselves composed by individual terms. Therefore, in order to extract the summary for the whole article, we can start by calculating the weight of each term, then the weight of each sentence. Rank the sentences and select those whose score are higher than the threshold value. Finally, output all the summary sentences according to their original order in the article to form the summary. Term weighting can be calculated using TF-IDF as discussed in section 4.2.5, and based where it appears in the original text (i.e. the term may appear in the tile), the weight can be determined according to multiple signals. The weight of a sentence is simply the sum of all the terms in that sentence[12].

2. Semantic Analysis Based Summarization

Another main approach for auto-summation is to extract the main points based on the semantic tree of
the article. This abstraction based approach condense text more strongly than extraction-based approach in general\cite{12}. However, it requires relatively sophisticated NLP analysis, which is still considered a difficult task today, so this method is not commonly used as compared to the extraction method.

3. Automatic Summarization Based on User-query

The core feature of this method is the summary is query dependent. It gives user more flexibility to express the constraint on the summary. In general, users are expected to give a ratio on the portion of the summarized text or the maximum number of words in the summary, but this approach extends that to return a summary related to a specific topic defined by the user query. When calculating the term weight, this approach takes into consideration of the query words and normalizes its result by query length\cite{3}. One popular auto-summarizer MEAD that we found on-line implemented this feature.

Based on the survey on those methods, we managed to find available candidate summarizers that implemented one or more of these features. Details will be presented in Implementation section 6.4.

5. CRAWLING

The basic crawler is provided by Minejie. The base code is provided from here\footnote{http://sourceforge.net/projects/rssfeedcrawler/files/RSSFeedCrawler/}. The crawler will extract the html page file, one picture from the source you specified and the main text from the news page (Figure 2). However the original crawler only support 3 websites and contains some incompatibilities. The XPath tuning to parse enough amount of website pages is a tedious work and requires lots of time to apply to each individual websites. Because for different websites, they have different layouts and labels. Even for same website they may have dozens of page models. Take Guardian as an example, we have at least 14 XPaths and models for guardian in order to crawl enough amount of news from Guardian. After 50 days crawling\footnote{http://sourceforge.net/projects/rssfeedcrawler/files/RSSFeedCrawler/}, before that we manually run twice per day, we have collected more than 12,000 news from the eight sources. The total size of news is 2G. The content of the txt file we crawled has <title>, <url>, <crawl time>, <publish time>, <abstract> and <text>. We use the URL as the unique ID to process the articles in the following procedures. Furthermore, after the near duplicate removal, we will add a hashed value of the duplicate returning number. That means, similar news or same news will have the same value in the near duplicate field. <summary> Field contains the article summary text for the Summary, <category> field has the category information.

6. IMPLEMENTATION

6.1 Search Engine: Solr

Apache solr is a popular open source search engine from the apache lucene project. Its major features include powerful full-text search, hit highlighting, faceted search, near real-time indexing, dynamic clustering, database integration, rich document (e.g., Word, PDF) handling, and geospatial search. Solr is written in Java and runs as a standalone full-text search server within a servlet container such as Jetty. Solr uses the Lucene Java search library at its core for full-text indexing and search, and has REST-like HTTP/XML and JSON APIs that make it easy to use from virtually any programming language.

6.1.1 Implementation of Solr in Woof

Solr performs two major functions in our system

1. Indexing

The data obtained from the crawler is fed to solr with the help of connector script written in python. The connector parses the crawled data converts the data into a solr compatible ready to be indexed XML format. The XML data created adheres to the indexing schema of Solr. The indexer schema species type of the data in the field, if the data should be indexed and if the value should be stored for retrieval. This is important as the all the fields may not be searched and hence need not be indexed. Thus facilitating optimum usage of memory. The indexer shell script uses this XML data to index the data into solr.

2. Searching

Once the data has been indexed successfully search results would be returned on querying the solr via the REST api. A simple solr query may be generated by replacing white spaces with space and appending it to the query url given here\footnote{http://sourceforge.net/projects/rssfeedcrawler/}. Depending on the response expected by the webserver the output format may also be specified (XML by default).

6.1.2 Indexing and Searching query analysis flow

In order that our search queries produce high quality results we customized the solr configuration to accommodate two important features

1. Queries coming in to solr will be searched in the news title with a highest boost and then the news description is boosted. This is followed by equal boost search on the remaining fields. This is done as we expect a search queries that match the title more need to be higher ranking.

2. We also implemented various filters that help reformat the input query to return the best results to the user. The following filters were used before the query was searched in solr:

   - Stopword filter - This filter would remove stop-words from the query
   - Lowercase filter - This filter would make the query insensitive to cases
   - Porter stem filter - This filter uses the porter stemming algorithm to stem the query words.

It must be noted that these filters were also used while indexing the data.
6.1.3 Solr connectivity to other components of woof

After the crawled data is indexed to Solr, 3 major components of woof try to access this new data and index back the results obtained after processing the data from solr. Summarizer Component: The summarizer component runs the query periodically on solr to fetch all documents that dont contain summary.

We built connector scripts that would facilitate indexing of the summarized data back to solr.

Filter and Classification component: Similar procedure was followed for the filter component and the classification component. Both would query solr periodically to obtain unfiltered and unclassified documents and index back the data using the connector scripts.

6.1.4 Problem we have in Solr implementation

The solr system is constructed under the domain from our user defined port 8983.

But we didn’t realize we can’t access this port and domain from woofuiuc.com until we have completed the solr indexing and have the data fully processed. Therefore, our system demo has been divided into two parts. The search engine from http://timan103.cs.illinois.edu:8983/solr/select/?q= and the website from woofuiuc.com.

6.2 Near-duplication Removal

In order to implement the near-duplication removal method, we used three main ideas from our survey: Named Entities extraction, Jaccard Similarity and Shingling.

6.2.1 Named Entity Extraction

For the Named Entity extraction process, we utilized the nltk python library extracting the tagged nouns from the and the chunking the text to also extract the named entities and specifying them through a isNamedEntity flag in the database schema.

6.2.2 Jaccard Similarity

For the Jaccard Similarity, let \( N \) be the set of news. For each news article \( d_i \) in \( N \), let \( E_i \) be the set of Named Entities extracted from \( d_i \).

The Jaccard Similarity between two news articles \( d_i \) and \( d_j \) is defined by:

\[
J_{ij} = \frac{|E_i \cap E_j|}{|E_i \cup E_j|}
\] (4)

Following equation (4), documents that present similarity \( J \) higher than a pre-defined threshold \( th \) are possible near-duplicate candidates, and they are passed to the Shingling method to confirm the near-duplication. This process is described in Algorithm 1.

6.3 Classification

We have more than 12,000 cutting edge news from all categories. Therefore we need enough training set to help us train the data.
Algorithm 1 Near-Duplicate Candidate Detection

\[ M = \text{matrix } [N] \times [N], \text{initially filled with 0s} \]
for \( d_i \in \mathbb{N} \) do
  for \( d_j \in \mathbb{N} \) do
    if \( d_i = d_j \) then continue
    end if
    if \( J_{ij} \geq \theta \) then
      \( M_{ij} = 1 \)
    end if
  end for
end for
return \( M \)

6.3.1 Training set

- REUTERS-21578
  This dataset contains 21578 Reuters news documents from 1987. They were labeled manually by Reuters personnel. Labels belong to 5 different category classes, such as 'people', 'places' and 'topics'. The total number of categories is 672, but many of them occur only very rarely. Some documents belong to many different categories, others to only one, and some have no category. Over the past decade, there have been many efforts to clean the database up, and improve it for use in scientific research.
  CONS: Preprocessing of the dataset is tedious and challenging. Also, by manually check the news from this dataset for more than 100 news documents, we think this dataset is out of date and not fit for our project.

- 20 news Group
  This dataset is a collection of 20,000 messages, collected from UseNet postings over a period of several months in 1993. The data are divided almost evenly among 20 different UseNet discussion groups. Many of the categories fall into overlapping topics; for example 5 of them are about companies discussion groups and 3 of them discuss religion. Other topics included in News Groups are: politics, sports, sciences and miscellaneous.
  CONS: This dataset contains only a small part of the categories with high overlaps. The fine granularity of categories provides us a concept for our classification level. But we can't use this dataset for our classification.

- Wikipedia
  Wikipedia is a collaboratively edited, multilingual, free Internet encyclopedia. We have dumped the whole wiki pages(10GB) and partitioned it into 77,135 files. Wikification, commonly referred to as Disambiguation to Wikipedia (D2W), is the task of identifying concepts and entities in text and disambiguating them into the most specific corresponding Wikipedia pages. For each category, we extracting all children pages from that category. These pages can be treated as training set and train a classifier.
  CONS: The accuracy of the classifier now will rely on not only the accuracy of the classification learners but also the accuracy of finding the right categories children pages.(If we find only a small portion of the children pages, we'll have a bias understanding for the categories. The result is likely to inaccurate).

After several experiments and some back and forth tunings, we think non of the above data sets work for our scenarios. So at the end we adopt an unsupervised classification. The details of our approaching method will be explained later in this subsection.

6.3.2 Choice of the machine learning platform

Besides of the dataset, the choice of the machine learning platform is critical as well. We have tried both scikit and mahout. Mahout is based on the hadoop, which gives it better scalability. But the learning curve of mahout is higher. Considering the size of our data is relative small(2GB), we don’t need to use Hadoop or Mapreduce which is targeted at peta-scale input data analysis.

6.3.3 Implementation of our classifier

First, we extract the text data from the 12000 news set. In particular, we have merged the title, abstract and text into json format(Figure 3). In particular, we have designed the parser to be able to enhance the title and abstract by changing of the function parameters. Because of the limitation of the time, we just set the default to be 1. Since we didn’t use a cloud service like EC2, the amount of text news is relatively small and to minimize the learning curve for a large group, we didn’t use any Database like mongoDB or Hbase. Instead, we read from the json file every time we need to process the file.

Then we preprocessed the news part in json file. The processing procedures are listed as below:

1. Replace every ‘:();.’ with space
2. Use Porter stemmer to process the news
3. Use TF-IDF to vectorize the document with stop words applied

After preprocessing, we use MiniBatchKMeans and KMeans algorithm to cluster the data. Assigning a label to each URI. Then we use the classifier to classify the output data. The classifier we tried includes RidgeClassifier, Perceptron, PassiveAggressiveClassifier, LinearSVC(l1 and l2 penalty), SGD. SGD with penalty set to ‘elasticnet’, nearestCentroid(aka Rocchio classifier) and Naive Bayes. For each classifier, we extracted the top 20 terms and use these top 20 terms as an indication of the potential categories these clusters refer to. The evaluation of the classification is showed in section 7.2

6.4 News Summary

In this project, we need to display the summary of several news articles crawled from various websites on our user’s dashboard. It is crucial for us to give a concise and coherent summary to better capture their interests. We compared several popular summarizers and decided to use the Open Text Summarizer (OTS). In particular, we take into consideration of the efficiency of the summarizer, the algorithm that is implemented, and the features that the summarizer
Figure 3: URL and news in json format, in particular, the first few words contain the title and abstract of the news.

supports. The rest of this section will give more detailed explanation on each aspect.

Generally, there are two approaches to automatic summarization: extraction and abstraction. Extractive methods select a subset of existing words, phrases, or sentences in the original text to form the summary, whereas abstractive methods will first build an internal semantic representation and then try to use the natural language generation techniques to create a summary that is closer to what a human might generate. Since the abstract method may not use the same words as it appeared in the document, and the performance will be highly rely on the NLP technique, most automatic summarization research focus on improving the extraction method.

OTS uses extraction method. The main idea behind OTS is to TF-IDF weighting to give each sentence a score in the document. The summary will be composed by the sentences with highest scores[2]. The article is scanned once and a list of all the words and their frequencies in the text is stored in a list. After sorting this list by the occurrence of the words in the text we remove all the words that are common in the English language using a dictionary file. OTS allows its user to customized this dictionary by re-setting the ‘- key words’ options. Each sentence will then be given a score based on TF-IDF weighting of the words in this sentence. In the end, a line that holds many important words but few frequency occurred words will be assigned a high score. To produce a 20% summary we print the top 20% sentences of the article and select the important sentence. OTS also implements stemming. This feature will group together all of the derivatives of a certain words, so that OTS can better figure out the subject of the article and select the important sentence.

OTS can be used as a command line tool, which can be easily plugged into our project by writing a shell script. The program can either print the summary as text or HTML. It also allows user to specify the ration of the summarized text to the original text.

We also considered MEAD, which is another popular auto-summarization tool that we found on-line. However, we think OTS is easier to be integrated into our system, it uses less overhead, and the performance is good enough to satisfy our requirements here. Details on the performance of different summarizers will be presented in Evaluation 7.3.

6.5 Collaborative Filtering

Collaborative filtering tries to infer information about user preferences based on other user preferences. It is really important to process user feedback, and collaborative filtering plays a fundamental role in this part.

In order to feed our collaboration filtering algorithm, we have to define a matrix $|U| \times |I|$, where $U$ is our set of users and $I$ is a set of items. The set of items could be anything that is given a weight $w$ by the users in an explicit or implicit way. For instance, $w$ could represent the set of news articles, and $w$ could then be the rating given by the users to the news articles. In that scenario, the output of the Collaborative Filtering would consist of a ranked list of news that a user could like, based on the taste of similar users.

Another possible approach is to take $I$ as the tags (refer to section 4.3) generated by the users. In this scenario, $w$ could be defined as the number of times a user inputs a certain tag as a query. The output would be tags that are probably relevant to a user, based on the tags used by other users.

From the two situations above, we can notice that: first, the weight $w$ can be defined as any function that maps any combination of the variables captured from the user’s feedback over the set of items. Second, the similarities can be any function that captures the similarity between two users. It could be cosine-similarity, Jaccard Similarity, Pearson Correlation, or any other metric.

In our implementation, we considered $I$ as the set of news articles, and $w$ the ratings given by the users. We plan on expanding that to user tags in the future. We used Pearson Correlation as the similarity measure.

$$r_{ij} = \frac{\sum_{k=1}^{|I|} (U_{ik} - \bar{U}_i)(U_{jk} - \bar{U}_j)}{\sqrt{\sum_{k=1}^{|I|} (U_{ik} - \bar{U}_i)^2} \sqrt{\sum_{k=1}^{|I|} (U_{jk} - \bar{U}_j)^2}}$$

In equation 4 $U_{ik}$ is the value of $w$ for each $k \in I$ that is defined for user $U_i$. The same is valid for $U_j$. $\bar{U}_i$ and $\bar{U}_j$ are the means of the values of $w$ for user $U_i$ and $U_j$, respectively. $I'$ is the set of items that is defined for both $U_i$ and $U_j$. It is necessary to make such a constraint, otherwise we would have to make a regression of the missing values of $w$ to calculate the correlation.

$r_{ij}$ is the Pearson Correlation between users $U_i$ and $U_j$, and its value ranges from $-1$ to $1$.

Algorithm 2 Collaborative Filtering

```
input $W = \text{matrix } |U| \times |I|$, filled with weights $w$
input $U_i =$ user to whom recommend the items
$R =$ vector of size $|I|$, initially filled with 0s
$S = 0$
for $U_j \in U$ do
    if $U_j = U_i$ then continue
    end if
    for $k \in I$ do
        if $k \in U_i$ then continue
        end if
        $R_k = R_k + r_{ij}(W_{jk} - \bar{U_j})$
        $S = S + |r_{ij}|$
    end for
    $R_k = \frac{R_k + S}{|I|}$ for $k \in R$
end for
return sorted $R$
```

Algorithm 2 describes the collaborative filtering system. In the end of the execution, $R$ will contain the estimated
weight values $\hat{w}$ for the inputted user $U_i$, over the $k$ items. Since $r_{ij}$ can assume negative values, the algorithm, as it is implemented, takes into consideration negative similarities. Most of the implementations that use Pearson’s Correlation rule out negative similarity values.

6.6 Website

6.6.1 Language selection

We have chosen HTML/CSS/JavaScript to write our website’s frontend, and PHP/CodeIgniter as our back end. CodeIgniter is a powerful PHP framework with a very small footprint. Because of the Timan domain can’t be accessed from woofuiuc.com (we mentioned before), our website has been parted into two parts. The fully processed data and search engine could be found from:

[http://timan103.cs.illinois.edu:8983/solr/select/?q=](http://timan103.cs.illinois.edu:8983/solr/select/?q=) and add the keywords you want to search.

6.6.2 Implementation

The website implementation consists of two parts: "Public", which accessible to every visitor, and "Registered User" which only accessible by registered user. Each part has several sections which provide similar functionality. We provide navigation bar to help users browse each sections of which each section is a news category. In each news section, we also provide subsection options. For example news "Technology" section have subsection in "Computer", "Mobile Phone", "Electronics", etc.

The "Home" section is the main page showing general news based on ranking. In this section, Top 10 news are displayed, regardless of category it belongs to. For each news section category, such as "Technology", "Sports", and "Politics" each of this section shows top rank news on its categories.

In every pages, visitor can choose to register from provided link to access more functionality in our website. User can register by providing an email and a password. User can also provide their news interest from categories options provided in registration page. Registered user can choose to login using their registered email account and password. Logged in user would not be displayed register link or login form on their page. Instead the page provide a logout button to terminate user session.

For registered user, the "Home" Page will display top rank news of ALL user’s interest on the top. This is aimed to help user to get their interest news earlier without the need to browse each sections separately. Another functionality excluded for registered user is a search box. User can search news by typing keywords which will be directed to our system and display top rank news according to the queries. This is aimed to get more specific user’s interest news.

Due to the limitation of the time and steep learning curves of the website construction, we didn’t fully implement and test our website yet. We plan to finish this part in the near future.

7. EVALUATION

7.1 Near-duplicate Removal

For evaluating the near-duplication removal, a corpus containing 43 manually extracted news was created. The Named Entities were extracted and the near-duplications were tagged.

![Image](http://timan103.cs.illinois.edu:8983/solr/select/?q=)

Figure 4: Evaluation of different threshold values for the Jaccard Similarity/Near-Duplicate Candidate Detection.

7.1.1 Jaccard Similarity

In order to define the best threshold for the Jaccard Similarity, we took the collection and compared the near-duplicate candidate detection with our manually tagged near-duplicate news articles. Precision and Recall were defined as follows:

Let $S_i$ be the set of documents that are similar to $d_i$, and $S'_i$ be the set that our Near-Duplicate Candidate Detection method retrieved as the set of documents similar to $d_i$. Then:

$$\text{Precision} = \frac{|S_i \cup S'_i|}{|S'_i|}$$

$$\text{Recall} = \frac{|S_i \cup S'_i|}{|S_i|}$$

The F1-measure is the harmonic mean of Precision ($P$) and Recall ($R$):

$$\text{F1-measure} = \frac{2PR}{P+R}$$

Figure 4 illustrates the comparison of different values of threshold, and the F1-measure achieved by using that threshold.

The “Near-Duplicates-Only” line indicates the results for the documents that belong to a near-duplicate cluster only. The “All Documents” line indicates the results for all the documents in the collection. The importance of doing such an evaluation, is to get a notion of the average F1-measure for a document that contains a near-duplicate. Taking all documents into consideration gives a boost to the accuracy, because documents that don’t result in false positives during the Near-Duplicate Candidate Detection always end up with F1-measure equal to 1, which is reflected for threshold values higher than 0.5 in Figure 4.

Based on this experiment, we conclude that the value for $th$ that achieves the best result is 0.12, yielding F1-measures of 0.9048 for “All Documents” and 0.8050 for “Near-Duplicates-Only”.

The accuracy we measured is between 50% - 70%.

7.1.2 Cosine Similarity

Cosine similarity is based on vector space model of representation of news documents. It computes the similarity by taking the dot product of two vectors(documents). The result for cosine similarity is similar to that of Jaccard, around 57%-72%.
7.1.3 Hashing

Based on a report by Jerry Zhao on minWise hashing implementation[13], we obtained a result of accuracy from between 64% - 100% with a recall rate between 95% - 33% respectively.

We also tested the Charrkar’s hash algorithm[5] which performs slightly better than the minWise hashing due to a bigger hash digits we used. Its accuracy ranges from 72% - 98% with a recall rate between 92%-58%.

7.1.4 Shingling

For Shingling, each article is converted to a set of shingles of length 3. Two articles are considered duplicates if the Jaccard similarity of the corresponding sets of shingles is larger than some threshold $\alpha$. In order to find $\alpha$, we conduct a training set labeled by human and pick the value of $\alpha$ that fits this training set the best (using $F_1$-measure). This gives us the best accuracy around 82%-100% with higher recall rate 98%-88% respectively. The better accuracy and recall rate comes with a bigger computational cost or longer processing time.

7.2 Classification

7.2.1 Cross validation score for the clustering result

In this section we analysis the cross validation scores of the method we stated in section 6.3. First, we used the Kmeans and minibatch to classify the news without supervision. In order to test the accuracy, we used the 20 news group as an test sample. After cross validation of the 20 news group(containing 11314 documents), the average score is around 0.58(each time the result is different due to Kmeans random initial state). We believe our classifier will have at most 0.58 accuracy because in The 20 news group, every group is roughly evenly distributed. But this is not the case in our scenario(edge cutting real news). Because we don’t have time to manually classify 12,000 news(and it is inaccuracy to do so by human). We can only use a small random sample of the result as evaluation of the accuracy in our implementation. The accuracy score is stated later in this subsection.

7.2.2 Methodology

Furthermore, because of randomness of the Kmeans and minibatch Kmeans, for each of the configurations we ran 3 times in order to achieve a better result. Since the number of the clusters is unknown as well, we iterated from 15 to 70. Therefore, we have $3 \times 2 \times (70 - 15) = 330$ times.

For each time of running, we applied all classification methods(RidgeClassifier, Perceptron, PassiveAggressiveClassifier, LinearSVC(l1 and l2 penalty), SGD, SGD with penalty set to ‘elasticnet’, nearestCentroid(aka Rocchio classifier) and Naive Bayes). Then we saved all output for these 330 runs and corresponding classifiers(>120GB). We select one of the best from these 330 runs and use it as our classifier. The overall running time varies from 3 minutes to 7 minutes. In particular, we accumulate the classifier training time and displayed in Figure 5.

7.2.3 Searching for the right classifier

The next step is to find the best clustering result from these 330 result. In order to select the best clustering result from these 330 result. We accumulated the number of documents for each categories. Here, we have an assumption that the best classifiers should have roughly even distributed number of documents. Although this assumption is unlikely to be true, but comparing to some categories in most of classifiers has only one or two documents and a huge categories with more than three thousands of files. This assumption is reasonable in our opinions. By reading these 330 graphs, we found some common patterns here.

1. Most of the result has a max/average ratio below 10, but on the other hand, most of the max/mean ratio is above 25.
2. Most of the graph’s largest category contains at least 2000 documents. The (max document count - median document count)/number of categories is larger than 65.

By manual checking the 330 graphs, we selected one of the graph where max/average = 6.63 and max/mean = 8.42. And (max - mean)/number of categories is 15.7. These 3 parameters are lowest among all 330 classifiers(Figure 4).

7.2.4 The accuracy evaluation for our classifier

In order to evaluate the accuracy of our result, we first use larger key terms sets and take these 66 key terms sets as 66 documents. Then each of the 12,000 news is treated as a query. By using the BM25, we have a ranked list of the categories for each news. We can evaluate our classification method by looking at the label’s position in this ranked list(Figure 7).

7.2.5 Weakness of our classification methodology

Although the evaluation of the result showed that the document are classified into right categories with reasonable accuracy. But we think our classifier has fundamental weakness. They are:

1. The categories’ labels are not human friendly labels like sports, entertainment etc. Instead it is a list of stemmed words.
2. Most of the news belong to multiple categories, instead our classifier blended them into one big categories. The side effect of this is that even the top 20 key terms in one categories conflict each other(some key terms lists clearly contains more than one category)
3. The classifier is very unfriendly to outlier news(standalone news). And it is somehow bias to popular news(Check clippers or MH370 in our news data set).

The final result could be found in github folder here (it is a private folder, please send rshi7@illinois.edu an email to require the permission)

7.3 News Summary

Based on the paper[16], four current summarizers are evaluated, Essence, Copernicus Summarizer, Subject Search Summarizer(OTS). Evaluation included the following procedures.

https://github.com/bravehearto0/woof/tree/master/source/classification/news_classifier
1. A comparative content analysis of the source text and of each of the 20 summaries by the formula

\[ R = \frac{\sum_{i=1}^{n} (Q_i F_i)}{S_t} \]  

(6)

where \( F_i \) is frequency of the i term from the vocabulary with all inflectional forms, \( Q_i \) is the functional weight, \( S_t \) is the total number of sentences in the given text, and \( R \) is the coefficient of the relevance of the given text. The calculation of the frequency of terms was done automatically with the help of a specially designed macros MS Word and the sum was calculated in MS Excel tables.

2. The value D score was obtained, that is, the sum \( R \) of the coefficients of all summaries generated by this system and representing its efficiency:

\[ D = R_5 + R_{10} + R_{15} + R_{25} \]  

(7)

Values D score of the tested systems were compared and the difference between them was calculated, which determined the difference in the quality of summarizing. The best result was taken as 100%. The value of D depended on two factors, including the number and frequency of the terms from the model vocabulary in summaries. Table 1 summarizes the coefficients of relevance (R) of summaries of different lengths and value D score of tested systems. Figure 8 shows the difference in the quality of summarizing in percents for the best result. Figure 9 shows the relevance of summaries of different lengths.

The best result was displayed by the Open Text Summarizer, which exceeded SSS by 3%, Essence by 29%, and Copernicus by 50%. The systems can obviously be divided into two groups, as OTS and SSS have shown far better results than Copernicus and Essence.

### 7.4 Collaborative & Content-based Filtering

#### 7.4.1 Content-based Filtering

The Content-based Filtering utilizes a vector space model that makes use of the previously extracted nouns and named entities of every document. This component of our portal is intended to make use of the items that the user had clicked. It takes the sum of all the nouns of the articles that the
user has clicked and normalizes them by the total number of clicks. Using the terms in this generated user model, we then use the dot product of this user vector with all the latest documents and find the k most similar documents. For more advanced implementations, we use the user model to find the closest cluster centroid of documents using the 60+ clusters of documents we had obtained beforehand. We then randomly select k documents from that cluster. The purpose for this is that the news that is propagated to the user is similar to his interests but it does not overfit to his user model[10].

7.4.2 Collaborative Filtering
The Collaborative Filtering evaluation was made using a Book-Crossing Dataset that contains 278,858 users and 271,379 items. We compared the absolute difference between actual weights w and the estimated values $\hat{w}$. The average absolute difference, in a scale from 0 to 10 was 0.9650 for the approach that rules out negative similarities, and 0.9484 for the approach that takes negative similarities into account. This implies in a difference of 0.2% in accuracy, which is statistically irrelevant.

8. FUTURE WORK
8.1 Website
The next step would be integrating the websites we have now, add more functions and test more.

8.2 Near-Duplicate Removal
For near-duplicate removal, the process of comparing all of the documents with all of the others is unnecessarily laborious. In that sense, some studies[4][13] aim at reducing the cost of the first phase in the Near-Duplicates detection.

8.3 Open directory
One major problem of our classification is that we don’t have a good training set. Open directory project uses a hierarchical ontology scheme for organizing site listings. Listings on a similar topic are grouped into categories which can then include smaller categories. We may use this dataset for our future classification

8.4 Hierarchy classification
Deploying Hierarchy classification may be another way to solve our problem. We can first sort the news based on its original categories. Then we deploy a multi-labels classifier to first classifier the news into raw categories and then apply a within category classifier to further divide the news into subcategories. For those mixed categories, we can automatically classify it into subcategories until the similar threshold is met for all news in the same category.

8.5 Name entity recognition
We can apply Name entity recognition in multiple place in our project, using this methodology in classification may achieve better result.

8.6 Integration with wiki
Although in our classification implementation analysis (section 6.3.1) we mentioned that using wikipedia may not boost our accuracy. But accuracy is not the only thing we care. Also there has to be some beneficial when you expand the query/doc/category with knowledge from wikipedia. This can be one direction for our future study as well.

9. INDIVIDUAL CONTRIBUTION
Ruisheng: Wrote the design of the woof, both from back end and user’s perspective, wrote the survey in section 6.2.1 work on expansion of the crawler to support 8 sources and maintaining the daily running of the crawler (section 6.4.3), finished the classification part in implementation and evaluation (section 6.3.1). Wrote a front-end of the website here.

Ajay: Designed the workflow of the project with Ruisheng, End to end handling of solr and scripts for the connecting components (section 6.1), Developed a naive bayes model in apache mahout for classifying woof news documents using the 20 news groups data. However this was not used later as the 20 groups news classification was inadequate for our application and mahout worked better in a distributed setup with larger datasets. Surveyed on feasibility of Artificial Neural Networks and Latent semantic indexing for classification (section 6.2.2, 6.2.3).

Paul Jones Vijayakumar: Managed the survey and implementation of the near-duplicate filtering component, implemented the name entity and noun extraction component and the user-adaptive content based filtering component

Son: fixed some incompatibilities in crawler, implemented the shingling method (section 7.1.4) for duplicate detection and built a layer between the website and the database to encapsulate SQL requests.

Victor: worked on the Jaccard Similarity component of the Near-Duplicate detection (section 6.2.2), and also in the Collaborative Filtering (section 6.2.3). I implemented algorithms[1] and[2] and ran the experiments described in section 7.4 and in section 7.1.4.

Lucas Surveyed a list of databases for our backend. Researched, implemented and tested duplicate removal methods including minWise Hash[13] and Charikar’s Hash[5] algorithms. Researched and worked with Paul on the design and implementation of user-feedback collecting and learning system.
Fan: surveyed on the automatic summarization topic (section 4.4). Helped to find the OTS summarizer and integrated it into the Solr system with Ruogu. When deciding which summarization tool to use, I studied the main algorithm that OTS used and compared it to other summarizer’s approach (section 4.4). For website construction, I worked with Alex, Sharu, and Son for the initial design of our website, and wrote the registration page.

Ruogu: Select OST summarizer from several Open Source summarizers. Evaluated OTS and compared it with other similar summarizers (section 7.3). Summarized all articles for Solr platform. Set up database for our website.

Alex: worked on the MVC model of the website construction (section 6.6), cleaned the redundant front-end provided by Ruisheng, write the code of the login page. Fixed the bugs of the CSS display in woofuiuc.com. Survey the naive bayes classifier in clasification (section 4.2.6)

Sharu: worked on survey the TF-IDF and kNN (section 4.2.4, 4.2.5), design of the website UI and programmed the login page of the website
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